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Abstract

Algorithm in Computer algebra system (open-source software Sage
Math) is developed to find determining equations of the infinitesimals
admitted by PDE of order one and two involving four independent vari-
ables x,y,z,t and dependent variable u for the deductive group method
of Bluman and Cole . The application of algorithm is illustrated by ex-
amples. The algorithm gives the set of determining equations by giving
inputs as PDE under consideration written in solved form. The algorithm
is universal and very useful for researcher working with linear/nonlinear
PDE using Lie symmetry method.
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1 Introduction

A similarity transformation reduces the number of independent variables in the partial
differential equations. The transformed system of equations and auxiliary conditions is
known as a similarity representation. In the deductive group method of Bluman and Cole
a general infinitesimal group of transformations is considered initially . By invocation
of invariance under the infinitesimal group the determining equations are derived. The
determining equations are a set of linear differential equations, which on solving gives the
transformation function or the infinitesimals of the dependent and independent variables
[15]. The Lie symmetry technique is an efficient, reliable, and robust mathematical tool to
solve nonlinear differential equations studied and developed by [1, 2, 3, 6, 7, 8, 13, 14, 15].
Symmetry method for solving non linear differential equations is extensively used and
appeared in many research paper recently [4, 9, 10, 11, 12].

In this paper algorithm in open-source software Sage Math(Computer algebra system) is
developed to find determining equations of the infinitesimals admitted by PDFE of order one
and two involving four independent variables. Open-source software is computer software
with its source code made available by the developer to everybody which can be modified
and enhance by user. On the other hand, commercial software has source code that only
the person, team, or organization that created it can edit, inspect, change and enhance it.
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There are packages to find symmetry of PDE available in commercial software but as per
authors knowledge no such algorithm is not developed in open source SageMath.

The application of algorithm is illustrated by Fisher’s equation, Laplace equation and
Heat equation . The program finds the set of determining equations by giving the inputs
as PDFE written in solved form as explained in the examples. The codes given in the
algorithm can be downloaded using the link http://tiny.cc/vebvtz. and can be used,
using SageMath Cell, SageMath cloud .

2 Mathematical concepts

Consider [3] the kth order PDFE written in solved form in terms of some k th order partial
derivatives of u:

(2.1) F(x,u,ﬁb, Uy %) = Uiy ig..i) — f(:c,u,if, Uy ,sz) =0.

where x = (z1, 9, ..., x,), denotes n independent variables , u denotes the dependent vari-
able, and u denotes the set of coordinates corresponding to all jth order partial derivatives
J
o9
of u with respect to x. The coordinate of u corresponding to is dentoes
7 83}1’1 s 83%2 Ce (9.%1].
by uil,i%,._ij ij = 1,2, o, for j = 1, 2, N k.

Theorem 2.1. (Infinitesimal Criterion for Invariance of a PDE) Let [3]

) B
2.9 X =¢— fpn—.
(2.2) 58 o

L

be the infinitesimal generator of one parameter Lie group of transformations,

(2.3)

where & and n are infinitesimals.

Let
0 0 0
W _¢ 0 9 m
X éz 89:1 + nau + 771 ($7 b qf) 8uz
(2.4) +o ) 0

11,82,...15 Lo
’ auu,lz,---lj

be the kth extended infinitesimal generator of ”(2.2)” where ni(l) and n(k) . are given by

11,2,.-.15
1 _ Din — (D:E:)w. i —1.9 .
n;, = LUin ( zf])uja 1=1,4,...,1;
k _
(k) = Dikn(k b (D’ikgj)u’ily’i%mik—lj’

iy jia,...ix
u=12,...,n; forl=1,2,... )k
(2.5) withk = 2,3, ...
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v sz- - 81‘1 Zaxi " auj W2t auil,ig,...ij .
Then “(2.3)” is admitted by PDE “(2.1)” if and only if
X®E(z,u,u,u, ... u) = 0.
127 g

when

(2.6) F(z,u, Uy Y, - %) =0.

Proof. For proof see [3] O

Remark 2.2. Equations 7(2.6)” is called invariance condition or linearized symmetry

condition.

3 Symbols used in Algorithm

Tab. 1: Table for equivalent symbols used in algorithm and examples.

Symbols | Equivalent | Symbols | Equivalent | Symbols | Equivalent
Symbol Symbol Symbol

Ju du du
Iz u_x o u_y 7 u_z
ou 0%u 0%u
E u_t % u_Xx Txy u_xy
0%u 0%u 0%u
. u_xz oy u_yy a5z u_yz
0?u 0%u 0%u
ayt u_yt 92z u_zz P u_zt
0%u
% u_tt

Remark 3.1.

1. For n =2, use x,t as independent and u as dependent variable in the algorithm also

&1 =X,&% =T,n="U in this case.

2. Forn = 3,use x,y,t as independent and u as dependent variable in the algorithm also

L =X,6=Y,&=T,n=U in this case.

3. For n = 4,use x,y,2,t as independent and u as dependent variable in the algorithm

also & = X, & =Y, & =2,64=T,n=U in this case.
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4 Algorithm

# Program for

Vy,vz,yt,zz,zt ,tt and u_i

finding determining equation for PDE OF ORDER ONE
AND TWO FOR TWO THREE AND FOUR VARIBALES

print (”Program to find determining equ of the type
u_i=f(u_k,u,x,t) where i,k can take value x,y,z,t,xx,xy,xz,xt,

is not equal to u.k.”)

print (" Use x,y,z,t for 4 independent varibles, x,y,t

for 3 independent

independent

varibales”)

varibles ,and ,x,t for 2

var ('x,t,y,z,u,u_x,uy,u-z,u-t, U_XX,Uu_Xy,U_XZ,U_Xt,u_yy,u_yz
,u_yt ,u_zz ,u_zt ,u_tt ,u_yx,uzx,u_tx,u_zy,u_ty,u_tz’)
function (’X,Y,f ,F,U,T,V,w,Z’) # Define function

import itertools
@interact

def partial 4variablesymmetry (n=input_box (default=
[4,u_t ,uxx+u_yy+u_zz],label="No of independent variable n,

LHS,RHS of eq’)):

A=n[1](u_yx=u_xy,u_zx=u_xz ,u_tx=u_xt ,u_zy=u.yz,

u_ty=u_yt,u_tz=u_zt)

w=n[2](u_yXx=u_Xy,u_zX=u_Xz,Uu_tx=u_xt ,u_zy=u_yz

,u_ty=u_yt ,u_tz=u_zt)
W=A—(w)
r=n[0]
if (r==2):

B=[X(x,t,u),0,0,T(x,t,u),U(x,t,u)]
C1,C2,C3,C4=[u_x],[0],[0] ,[u-t]

N=[u_x,u-t ,u_xx,u_xt,u_tt]
elif (r==3):

B:[X(X7y7t’u)?Y(X7y7t’u) 707T(X7Y’t 7u) 7U(X7Y’t 7u)]

C1,C2,C3,C4=[ux],[u-y],[0] ,[u-t]

N=[u_x,u.y,u-t ,u_xx,u_xy,u-xt ,u_yy,u-yt,u_tt|]

elif (r==4):

B:[X(X’y7z7t7u)7Y(X7y7z7t7u)7Z(X7y7zﬂt7u)7

T(X’y7z7t7u)7U(X’Y7Z7t7u)]

C1,C2,C3,Ci=[ux],[uy],[u-z],[u-t]

N=[ux,u.y,u-z,u_t ,u_Xxx,u_Xy,u-Xz,u_Xt,u.yy,

u_yz,u-yt,u_zz,u_zt ,u_tt|
L=]]
for j in range(0,5):

al=diff (Bl]],)4C1[K]s diff (B[], u)
a2=diff (B[j],y)+C2[k]« diff (B[j],u)
a3=diff (B[j],z)+C3[k]« diff (B[j],u)
ad=diff (B[j],t)+C4[k]* diff (B[j],u)
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L.append(al)
L.append (a2)
L.append (a3)
L.append (a4)
# A) (For first order pde)
Ux=L[16] —(u_x*L[0]+u_y«L[4]4+ u_z*L[8]+u_txL[12])
U_y=L[17] — (u_x*L[1]+u_y*L[5]+ u_z+L[9]+u_t«L[13])
U_z=L[18] — (u_x*L[2]+u_y*L[6]+u_z+L[10]+ u_t*L[14])
U_t=L[19] — (u_x*L[3]+u_y*L[7]+u_z+L[11]+ u_t*L[15])
#print (7 Value of Ux,Uy,Uz,U.t is”)
# B ) (For second order pde)
M=
D1=[Ux,U.y,U.z,U_t]
for i in range(0,4):
bl=(diff (D1[i],x)+u_x*xdiff(DI1[i],u)+(u_xxx*
diff (D1[i],u-x)4+u_xyxdiff (D1[i],u_y)+u_xzx
diff (D1[i],u_z)+u_xtxdiff (D1[i],u-t)))
b2=(diff (D1[i],y)+u_yxdiff (D1[i],u)+(u_xyx
diff (D1[i],ux)4+u_yyxdiff (D1[i],u_y)+u_yz*
diff (D1[i],u_z)+u_ytxdiff (D1[i],u_t)))
b3=(diff (D1[i],z)+u_z+xdiff (D1[i],u)+(u_xzx
diff (D1[i],u-x)4u_ yz*dlff(Dl[ |, uy)t+u_zzx
diff (D1[i],u_z)+u_ztxdiff (D1[i],u-t)))
bd=(diff (D1[i],t)+u_t*xdiff (DI1[i],u)+(u_xt=*
diff (D1[i],u-x)+u_ yt*dlff(Dl[l] ,uy)+u_zt*
diff (D1[i],u_z)+u_tt+xdiff (D1[i],u_t)))
M. append (b1)
M. append (b2)
M. append (b3)
M. append (b4)
# C) (For second order pde)
U_xx=M[0] — (L[0]* u_xx+L[4]*u_xy+L[8]x u_xz+L[12]*
u_xt)
U_xy=M[4] —(L[0]* u_xy+L[4]* u_yy+L[8]x u_yz+L[12]
u_yt)
U_xz=M[8] — (L[0]*x u_xz+L[4]* u_yz+L[8]x u_zz+L[12]*
u_zt)

U xt=M[12] — (L[0]* u_xt+L[4]« u_yt+L[8]* u_zt+L[12]«
u_tt)
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inij[S] —(L[1]*u_xy+L[5]*u_yy+L[9]* u_yz+L[13]*
u_y

U_yz=M[9] — (L[1]* u_xz+L[5]*u_yz+L[9]* u_zz+L[13]* u_zt)

U_yt=M[13] — (L[1]* u_xt+L[5]xu_yt+L[9]*x u_zt+L[13]* u_tt)
U_zz=2M[10] — (L[2]* u_xz+L[6]xu_yz+L[10]* u_zz+L[14]* u_zt)
U_zt=M[14] — (L[2]* u_xt+L[6]* u_yt+L[10]* u_zt+L[14]* u_tt)
U_tt=M[15] — (L[3]* u_xt+L[7]*x u_yt+L[11]* u_zt+L[15]*x u_tt)
X4=B[0]* diff (W,x)+B[1]« diff (W,y)+B[2]* diff (W, z)+B[3]

«diff (W, t))+B[4]* diff (Wyu)+(Uxxdiff (W,u_x)+U_y+xdiff (W, u_y)

+U_zx diff (W,u_z)+U_txdiff (W,u_t))+((Uxx)*diff (W, u_xx)

+(Uxy)«diff (W,u_xy)+(U_xz)*diff (W, u_xz)+(U_xt)* diff (W, u_xt)

+(U_yy )« diff (Wyu_yy)+(U_yz)* diff (W, u_yz
)+ (U_yt )« diff (W,u_yt)+(U_zz)x diff (W,u_zz)+(U_zt)
*diff (Wyu_zt)+(U_tt)+«diff (W, u_tt))

if (A=—u_x):
K=X4(u_x=w).simplify_full ()
elif (A=—u_.y):
K=X4(u.y=w).simplify_full ()
elif (A=u.z):
K=X4(u_z=w).simplify _full ()
elif (A—u_t):
K=X4(u_t=w).simplify_full ()
elif (A—u_xx):
K=X4(u_-xx=w).simplify_full ()
elif (A=—u_xy):
K=X4(u_xy=w).simplify_full ()
elif (A—u_xz):
K=X4(u_xz=w).simplify_full ()
elif (A=u_xt):
K=X4(u_xt=w).simplify_full ()
elif (A—u_yy):
K=X4(u_.yy=w).simplify_full ()
elif (A=u_yz):
K=X4(u.yz=w).simplify_full ()
elif (A=—u_yt):
K=X4(u.-yt=w).simplify_full ()
elif (A=—u.zz):
K=X4(u_-zz=w).simplify_full ()
elif (A=—u_zt):
K=X4(u_zt=w).simplify _full ()
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elif (A=—u_tt):

K=X4(u-tt=w).simplify_full ()
K=(numerator (K))
print (" The determining equations are given by”)

F=[1,2,3 4]

E=[1,2]

1=

J={]

v=]

for i,j,k in itertools.product(N,N,N):

if il=j and j!=k:
for a,b,c in itertools.product(F,F,F):
s=i"ax*xj bxk"c
e=i"axj b
d=i"a
I.append(s)
J.append(e)
v.append (d)
for m in I :
if ((K.coefficient (m))!=0):
#print (" The coefficient of 7 m, 7is”)
show (K. coefficient (m)==0)
K=(K— (K. coefficient (m)*m)).simplify _full ()
for m in J:
if ((K.coefficient (m))!=0):
#print (" The coefficient of 7 m, 7is”)
show (K. coefficient (m)==0)
K=(K—(K. coefficient (m)*m)). simplify _full ()
for m in v:
if ((K.coefficient (m))!=0 ):
#print (" The coefficient of 7 m, 7is”)
show (K. coefficient (m)==0)
K=(K—(K. coefficient (m)*m)).simplify_full ()
#print (" The coefficient of u.x"0",”is”)
show (K==0)
print (” All determining equations have been found.”)
print ("End of the program.”)

Remark 4.1. The algorithm ends with message ”All determining equations have been
found”, 7End of program”.

5 Examples
Consider the Fisher’s equation [3]

(5.1) Upe = U + u(u — 1).
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The invariance condition in this case is

(5.2) X(z)(um —up —u(u—1)) = 0when ug, = uy +u(u—1).
0 0 0 0 0
here X=X— +T— +U—, X =X 2 9
where ar "o Ve T Ukigy, T Utg,,
0 0 0
2 1
(5-3) X® =xO + Uea) gy — + Ve g T Ut g

Input: We give input [2,u_xx, u_t+u(u-1)] where 2 represents number of indepen-
dent variables , u_xx, is LHS and u_t+u(u-1), is RHS of equation u_{xx}=u_t+u(u-1),
written in solved form.

Program to find determining equ of the type u_i=f(u_ku,x,t) where ik can take value x,y,zt,xx xyxz,xt,yy yz,yt,zzzt tt and u_i is not equal to u_k.
Use x,y,zt for 4 independent varibles, x,y,t for 3 independent varibles,and ,x,t for 2 independent varibales

No of independent
variable n,LHS,RHS of | [2, u_xx, u_t+u*(u-1) ]
eq
The determining equations are given by
§2
_WT(I’i7 u) =0

72‘3—21"( t )7232(( tu) =0
dzdu ot du Tl =

a
—2 ET (z,t,u) =0

8? a? a
azaﬂU(m,t,u) = w){'(z,t,u) } EX(I,t,u) =0

Fig. 1

-3 (uz = u]aiX(m,t,u) +2
u
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a2 9?
WU(r,t,u) —2 ﬁ){(m,t,u) =0

2

a
—WX(x,t,u) =0

a2 a a
(aT)QT(r,t,u) & aT(E,f, u) — 2 —X(z,t,u) =0

7(11,2 7u)iT(m,t,u) 2 o

du

—2 ET(CE, t,u) =0

oz
i d a7 8
—(2u— 1)U (=,,uw) + (u2 - u)%U(m,t,u) —~2 (u2 - u)aX(z,t,u) + WU(&E,i,u) - EU(JC7 t,u) =0
All determining equations have been found.
End of the program.
Fig. 2

Output: We get following set of determining equations using algorithm.

T, =0,X, =0,
T} +2Y, =0,

2Upy — Xgg + X4 =0,

T, —2X, =0

T, =0

—(2u — 1)U + (u? —uw)Uy, — 2(u* — )Xy + Uy — U; = 0.
Solving above determining equations we get infinitesimals.
T=c,X =c,U=0.
where ¢y, co are arbitrary constants.

Consider the Laplace equation [3]

(5.5) Upt + Ugg + Uyy = 0.
The invariance condition in this case is
(5.6) x® (gt + Ugg + Uyy) = 0 when uy = —ugy — Uy -
0 0 0 0 0 0 0

here X=X—+Y— +T7T— — xM=x — - -~
where ax-i- (9y+ at-i-Uau, -I-U[x]aum—l-U[y}auy+U[t]aUt,
(5.7)

0 0 0 0 0 0
2 1
X( ) — X( ) + U[mx] ou, + U[xy] P + U[xt] ou, + U[yy] P + U[yt} 8uy + U[tt}aTtt
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Input: We give input [3,u_tt, -u_xx-u_yy ] where 3 represents number of indepen-
dent variables, u_tt,is LHS and -u_xx-u_yy, is RHS of equation u_tt =-u_xx-u_yy,

written in solved form.

Program to find determining equ of the type u i=f(u k,u,x,t) where ik can take value x,y,z,t,xx,xy,xz,xt,yv,yz yt,zz,zt,tt and u iis not equal tou k
Use x,y,z,t for 4 independent varibles, x,y,t for 3 independent varibles,and ,x,t for 2 independent varibales

No of

independent

variable | [3, u_tt,- u_xx-u_yy]
n,LHS,RHS
of eq

The determining equations are given by

92
—(TM)ZY(:B,y, tbu)=0

32
—WT(I:%LH) =0

Fig. 3

a a
25 T(@ytu) -2 5 X(2ytu) =0
a 9
ZET(ZE,y,t,U) == 28_yY($!y:t!u) =0

g a
~2 a_yT(xvy?t:u) = 2EY($!y?tsu) =0

2

U('r?y!tvu) + é—)]U(m!y:t:u) =0

5 9*
WU(E? Y, t!u) o (ay)g

All determining equations have been found.
End of the program.

Fig. 4
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Output: We get following set of determining equations using algorithm.

X, =0,Y,=0,T, =0,

2Uxu - Xarx - ny - Xtt = 07
Uuw =0,

2Uyu — Yo — Yyy —Yu =0,
~Tpw — Tyy — Tt + 22U, = 0,

(5.8) T, — X, =0,
~X, - Y, =0,

T, — X; =0,

Tt—Yy:O,

Ty_Y;f:()a

UZ{E + Uyy + Utt == 0

Solving above determining equations we get infinitesimals X,Y, T, U..

Consider the heat equation in three dimensions [3]
(5.9) U = Ugg + Uyy + Uz -

We find the 13-parameter Lie group of transformations admitted by PDFE by finding
determining equations using algorithm.
The invariance condition in this case is

(5.10) x® (Ut — Ugz — Uyy — Uzz) = 0 When uy = Uga + Uyy + Uz .

0 0 0 0 0 0 0 0

Z ox() =
where X = Xa$+y(9y+T3t+Zaz+U@ , X X-I-Uma +U[y]8 +U[Z]3
0
U[t]aTLt,
0 0 0 0
2 1
X® =X )+U[m]@+U[xy}8 Uk g — + Ve g
0 0 0 0 0 0

(5.11) + U[yy} Dy + U[yz] ou, + U[yt] Tuyt + U[Zz] Tuzz + U[zt] Tun + U[tt]%tt'

Input: We give input [4,u_t, u_xx+u_yy+u_zz | where 4 represent number of inde-
pendent variables, u_t, is LHS and u_xx+u_yy+u_zz, is RHS of equation u_t = u_xx+u_yy+u_zz,
written in solved form.
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Program to find determining equ of the type u_i=f(u_k,u,x,t) where ik can take value x,y,z,t,xx xy,xz,xt,yy,yz yt.zz zt,tt and u_i is not equal to u_k.
Use x,y,z,t for 4 independent varibles, x,yt for 3 independent varibles,and ,x,t for 2 independent varibales

No of independent variable |

n,LHS,RHS of eq [4, u_t, u_xx +u_yy +u_zz]

The determining equations are given by

52
WY(%%ZJ;H):O
2
(; Z(z,y,z,t,u) =0
62
WT(I,% z,t,u)=0
Fig. 5
g Ty t,u) + 0 —T tiu)+ —=T(z W) = T( )+26Z( t,u) =0
W T Yzt u (a )2 T, Y, 2t (a )2 7y72 a5 my,z ;U 5 T, Y, %t u) =
22 1,y 28,0 =0
0z
a2 o2 a =
(8 )QU(‘E yIZtu‘) (ay)QU(m y,Zt’h‘,) (aZ)EU(ZL’,y,Z,t,H)+§U(:B,y,z,t,u)70

All determining equations have been found.
End of the program.

Fig. 6



GANITA, Vol.71(2), 2021, 111 - 124 123

Output: We get following set of determining equations using algorithm.

T, =0T, =0,T, =0,T, =0,
X, =0,Y,=0,7, =0,

W + X + Xyy + Xow — Xy =0,
_Uuu:oa

_2Uyu + Yir +Yyy +Y.. - Y =0,
_2Uzu + Zxx + Zyy + Zzz - Zt = 07

(5.12) ~Ty 42X, =0,
2X, +2Y, =0,
2X, + 27, =0,
~T, +2Y, = 0,
2Y, 422, = 0,
~Ty 4 2Y, =0,

—2U,y — 2Uy, — 2U,, + U; = 0,

Solving above determining equations we get infinitesimals.

1
X = §[Clot + c11]x + c1y + ez + [est + 7],
1
Y = *[0155] + Q[Clot + 611]y + coz + [C4t + 05},
1
Z = —[coy| + c3x + §[clot + c11)z + [est + ¢,

/2
T = ci0—= + c11t + c12,

2
1 1 1 1 1 3
U = u[—§010x2 - §010y2 - §01022 - 5661' - §C4y - 50827 — chot + c13).
where c1, ..., c13 are constants,and F is any function satisfies uy = Uze + uyy + uz; .

Remark 5.1. If PDFE contains functions other than F, f then codes given in the algorithm
can be modified and the new functions can be added in # Define function code.

6 Conclusion

In symmetry method for PDEs, finding infinitesimals associated with PDFE is the key step.
The algorithm given in the paper gives the output as the determining equations for finding
infinitesimals by giving inputs as PDE in two three and four independent variables x,y,z,t
and dependent variable u, of order one and two, written in the solved form. The algorithm
is very useful for researchers working with PDE using Lie symmetry method and open
source SageMath software. The results can be extended for higher-order PDFEs.
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